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Choose the correct option for following questwns All the Questmns are

Q.1 compulsory and carry equal marks
1. Bayesian network consists of
Option A: | Directed Acyclic Graph
Option B: | Table of conditional probabilities
Option C: | Dependency between Variabies
Option D: | All of the above
2. Which dlgorlthm is used for solving temporal probabilistic reasomng"
Option A: | Hill Climbing Algopthm
Option B: | Hidden Markov Model
Option C: | Depth-first search
Option D: | Breadth-first search
3. An HMM is a temporal probabilistic model in which the state of the process is
described by a
Option A: | Single discrete random variable
Option B: | Single random variable
Option C: | Single continuous random variable
Option D: | Multiple random variable
4. Which amongst the following is a Non-Temporal Model?
__ Option A: | Linear Dynamic Systems s
Option B: | Static Bayesian Network
Option C: | Kalman Filters
Option D: | Hidden Markov Model
5. Find the incorrect statement. Bayesian (BN) versus Markov Network (MN)
Option A: | In BN, we use conditional probability as factors. In MN also, we use conditional
probability
Option B: | In MN, we want to capture the affinity by a real number. In BN the factors are
probability between 0 and 1
Option C: | MN is restricted to discrete state space while BN can be both discrete and
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continuous

Option D: | Unlike BN which have directed edges and clear dlrecuons of causahty, MN have
undirected edges and only encode associations ‘ *
6. The weighted average of all possible outcomes of a pro_yect w1th the probabilities
of the outcomes used as weights, is known asthe:
Option A: | Variance
Option B: | Standard deviation
Option C: | Expected value
Option D: | Coefficient of variation
7. Learning a graphical model 1nvolves
Option A: | Only Structural Learning |
Option B: | Only Parameter Learning .
Option C: | Both Structural and Parameter Learmng
Option D: | None of the above
8. If the various probablht‘es are given as: P(Bl‘“P(BZ)‘P(Ba)"P(B‘l )= /4 and
P(D/B1y=0.05, P(u/BZ)—O 4, P(D’B3)-O 1 P(D/B4)—0 1. Fmd P(BZ/D\
| Option A: | 13/80
Option B: | 13/8
Option C: | 8/13
Option D: |0
9. » Causal Chams(For example Smokmg Causes Cancer which in turn causes
- | dyspnea) gives rise to = - ~
Option A: | Conditional Independence
Option B: | Conditional Dependence -
Option C: | Gibbs Distributioh ‘
Option D: ‘Jomt Dlstrlbutxon
S 100 The probablhty transmon matrix for a given markov chain is as follows
| The initial distribution given is {1/3,1/3,1/3)
Find the probablhty of P(X2—2 Xl 11X0=2)
| Pis 3><3 matnx PRSI
—07 03 0
0.1_‘ 05 04
015 0.15 07
~Option A: [ 0.15 ’
Option B:* 1 0.02°
Option C: | 0.6
Option D: _|-0.06
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Solve any Four out of Six [5 marks each]

A Differentiate between marginal and joint distributions with an example.

B What is a Directed Acyclic Graph. ‘ | .

C Explain factor graph in HMM with the help of an example.\ g

D Explain three goals of learning.

E Explain Gibbs Distribution. R

F Differentiate between Rule based CPD and TregffﬁaS§d CPD..

Q.3 | Solve any Two Questions out of T hree g i‘[10\ mafks each] - ‘

A Explain Application of Bayesmn Nytworlfs for Cla mﬁcatibn, Forécﬁstilj‘lg,, Deciéion
Making N )
What is HMM model?

Give basic formulation of HMM?
From the HMM given below, decode t‘1e sequence { Happy, urumpy}
- S - Sunny
R - Rainy
H - Happy :
C-ormy |
B _ 06
v
‘For the joint probability distribution table given below:
X
0 1 2
0 1120 0 0
¢ K 178 17110 0
2 14 14 1724
3 1/8 1720 1720
a. What is the marginal distribution of X?
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b. What is the marginal distribution of Y? R
c.  Whatis the conditional distribution of Y given X=2?
d. What is the conditional distribution of X given Y = ‘I?-;;.

Sclve any Four out of Six {5 marks each]

Explain the concept of D Separation.

Explain any two goals of the learning.

Explain maximum likelihood exp‘anatlon w1th the help of an example .

Explain Gibbs parameterization with the help of an example

Explain Utility. Explain Max1mum Expected Utlhty w1th the help of an example

om| O O W

Explain Reduced Markov models i ,
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