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tluy*l* n.t.o.t .onrirtr U
Directed Acyclic Graph
Table of conditional

ncy betwcen Variabies
All cf the above

Which algorithrn is used for solving temporal pr:obabilistic reascning?

Hill Climbing Algorithm

Hidden Markov Model

Depth-first searclr

Which amonsst the followin is a Non-Tem ral Model?
Optiou A: Linear D ic Systems
Option B: Static Bayesian |Jetwork
Option C: Kalman Filters

Hidden Markov Model

In Ml.{, we r,vant to capture the affinitl'by a real number. In BN the factors are

probability between 0 and I

It/N is restricted to discrete state space rvhilc BN can be both discrete and

Option B:

Choose the correct option for following questions.' Allr:ttrb Qu-dd .e
compulsory and carry equal marks

ion A:

Optiun C:

Option A:

Option B:

Option D: Breadth-first search

An HMM is a temporal probabilistic model in rvhich the state of the procex is

Oniion A: Ie discrete random variable
e random variabletion B:

tion C: Single continuous random variable
Option D: i Multiple random variable

Frnd the incorrect statement. Bayesian (BN) versus Markov Network (MN)

In BN, we use conditional probability as factors. In MN also, we use conciitional

probability

Option C:
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ion B:

ion D:

Oo'Liorr C:
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continuous

Option D: Unlike BN which have directed edges ard cle

undirected edges and only encode associations

Theweightedaverageofallpossibleoutcomesori}igj
of the outcomes used as weights, is knorn,n as the: . i: : 

':

Variance
Standard deviation

tion C: Expected value
tion D: Coefficient of variation

Learning a ical model involves
Option A: I Only Structural Learnin

Only Parameter Learning
g"th St*"t"r"t r"d P"* arning ' .
None of the above

P(DIB1 ):0.05, P(D/B2)=0.4, P(D/ts3):0. l, F(DB4)-0. t. fina P(SZD).
-opt." 

A, TI3/80

Option B:

Option C:

Option B:

Conditional
Gibbs Distribution

Option D: Joint Distribution

tion A: c.15
Ontion B: 0.02

Causal Chains(For example Smoking Causes Canceiffi
nea) gives rise to

Conditional I

The probabilily {ansition matrix for a give
The initial distribution given is {l/3, t/3,llj)
Fihd the probability of P(X2:2, Xl:1 lX0:2)

....,.i... 
.P-0.7 0.3 0

0.1 0.5 0,4
0.15 0.15 a.7

cn below while settin

Option I
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tion A
f*" B
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Option C:

Cption D:

9.

Option C:

10

'.

Option C: c.6
on D:



Q.2 Solve any Four out of Six [5 marks each]

A D i fferenti ate b ehv e en marginal and j oint di stributi on s *itnEExa.--*p1..

B What is a Directed Acyclic Graph.

C Explain factor graph in HMM with the help of an example.

D Explain three goals of learning.

E Explain Gibbs Distribution.

F Differentiate between Rule based CPD and Tree baSed CPD.

Solve any Two Questions out of Three [10 maiks eachJ

Explain Application of Bayesian Networks tbr Classification, Foreciiting, Dffi,
Making

What is HMNI rnodel?

Give basic formulation of F{MM? , , ",
,

From the HMM given below, decode the sequence {Happy, Grurnpy}

For the.loint probability distribution table given below:

What is the marginal distribution of X?
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b.

c.

d.

What is the marginal distribution of y?

What is the conditional distribution of y given X: 2?

What is the conditional distribution of X given y'= l?

Q.4 Sclve any Four out of Six [5 marks each]

A Explain the concept of D Separation.

B Explain any two goats

C Explain maximum likelihood explanatiO*

D Explain Gibbs parameterirutio

E Explain Utility. Explain Maximum fxpecie
,
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